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Abstract—Games are often used for performance evaluation
of artificial intelligence (AI) methods. Most AI studies using the
games aim to design a computer player which plays a game
better than humans. On the other hand, video game companies
develop one-to-one games such as Go and Reversi and design
computer opponents which entertain human players to have
them play the games a lot. However, it takes much time to
design such computer opponents. In this paper, we propose a
reinforcement learning method for automatically designing an
AI player entertaining the human players, especially those who
are not good at playing games, in the one-to-one games. There
are several ways to entertain them. One of the ways is to use a
computer opponent which is neither too strong nor too weak, and
the proposed method designs such an artificial game entertainer.
The performance of the proposed method is evaluated through
numerical experiments.

Index Terms—Reinforcement learning, artificial intelligence,
machine learning, game

I. INTRODUCTION

In recent years, studies on artificial intelligence (AI) have
attracted attention. The performance of AI methods is often
evaluated by games [1]–[7]. Most AI studies using the games
aim to design a computer player which plays a game better
than humans, and AlphaGoZero [8] is one of the most suc-
cessful studies. However, such AI players are too strong to
entertain human players. Video game companies develop one-
to-one games such as Go and Reversi and design computer
opponents entertaining the human players to have them play
the games a lot. Nevertheless, it takes much time to do it [9]. It
is important to develop methods for automatically designing an
artificial game entertainer; however there are few such studies.

In this paper, we propose a reinforcement learning method
for automatically designing an AI player entertaining the
human players, especially those who are not good at playing
games, in the one-to-one games. The human players have their
respective preferences, and therefore there are several ways to
entertain them [10]. One of the ways is to use a weak AI player
and to make them win overwhelmingly. Another is to use an
AI player which is neither too strong nor too weak because
humans can be satisfied when they achieve a moderately hard
task [11]. The proposed method designs the latter artificial
game entertainer, and we propose a reward setting useful for
doing it.

The AI player designed by the proposed method learns
through playing against a computer opponent instead of a
human player. Although the computer opponent used in Al-
phaGoZero is the AI player itself, such an opponent is inappro-
priate in the proposed method because the purpose of the AI
player is different from that of the human player. Instead, we
prepare a more appropriate opponent. The performance of the
proposed method is evaluated through numerical experiments,
where Reversi is used as a case study.

II. LEARNING PROBLEM

This section defines our reinforcement learning problem in
one-to-one games. In a game, two players take their actions
in their respective turns. Depending on the actions, they get
their respective scores. The player having more score is a
winner when the game ends. The game is deterministic and
has no random factors. The players can gain all information
on the game. The one-to-one games described in the above
include many traditional board games such as Go and Reversi.
Such games have been developed as also video games in
which a human plays against a computer player. In order to
design the computer player, its strategy, that is, its actions
must be determined. The objective of the proposed method
is to design an AI player which is neither too strong nor too
weak, as mentioned in the previous section. From this aspect,
our reinforcement learning problem is defined as finding the
actions of the AI player getting its score which is equal or
close to the human’s one.

III. PROPOSED METHOD

In this section, we propose a reinforcement learning method
for finding appropriate actions of the AI player for the problem
defined in the previous section. A popular reinforcement
learning method is Q-learning [12], which uses state-action
values. However, the numbers of states and actions tend to
be enormous in a game, and it may take much time to learn
the appropriate actions. To learn them rapidly, we adopt the
temporal difference (TD) method [13] which uses state values.
In the TD method, the AI player at a state s takes an action,
and it gets the next state s′ and a reward r. Then, the value
V(s) of the state is updated by

V (s)← (1− α)V (s) + α(r + γV (s′)) (1)
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where α is the learning rate parameter, and γ is the discount
rate parameter. The AI player plays a game against its oppo-
nent many times and learns based on the result of the play.

A. Reward Setting

The purpose of learning is that the AI player gets its score
which is equal or close to the opponent’s one, as described in
Section II. A simple reward setting for realizing it is to give
a reward if and only if the AI player gets the same score as
the opponent at the end of a game. However, the game hardly
ends with the same scores, which is likely to deteriorate the
learning speed. Another probable reward setting is to give a
reward if the difference in scores is smaller than a certain
threshold. An appropriate threshold, however, must be given,
and it takes time and effort to determine the threshold. To
resolve these problems, we propose to give a larger reward
for a smaller difference in the scores. Specifically, the reward
r is defined as

r =

{ 1
|ua−ub| (ua ̸= ub)

1 (ua = ub)
(2)

where ua is the score of the AI player, and ub is the score
of the opponent. The reward is given only when the game
ends. No reward is given when the game does not end. In the
proposed reward setting, since a reward is given even if the
game does not end with the same scores, the learning speed is
accelerated. There exist no parameters, such as the threshold.

B. Opponent Setting

In applying a reinforcement learning method to a one-to-one
game, a computer player must be prepared as the opponent of
the AI player. In AlphaGoZero [8], the opponent is the AI
player itself. The opponent setting, however, is inappropriate
in the proposed method because the AI player’s purpose is
different from that of a human player, who is an opponent of
the AI player after learning. Whereas the AI player’s purpose
is to get its score which is equal or close to the opponent,
the human’s purpose is to win the game. Therefore, the AI
player fails to learn its superior actions if the opponent is the
AI player itself. In order to learn them successfully, a more
appropriate computer player should be set as the opponent. As
mentioned in Section I, this paper focuses on designing the AI
player for human players who are not good at playing games.
They sometimes take good actions and sometimes bad ones,
and their actions probably differ from each other. Such actions
are similar to random ones. The random actions include both
good and bad ones, and randomness brings different actions
in every game. Thus, the proposed method uses a computer
player which selects its action randomly. This computer player
can be implemented easily and used for any one-to-one game.

C. Algorithm

The algorithm of the proposed method for one game is as
follows.
1) Set the current state s as the initial state of the game.

2) The AI player decides its action at state s by the ϵ-greedy
method. In the ϵ-greedy method, it chooses an action
randomly with the probability ϵ, and with the probability
1 − ϵ it chooses the action by which it reaches the next
state whose value is the maximum.

3) The AI player gets the next state s ′. If s ′ is the final state
of the game, go to 5).

4) The AI player gets no reward (r = 0) and updates the state
value V(s) by the equation (1). Set s←s ′ and go back to
2).

5) The AI player gets the reward r given by the equation (2)
and updates the state value V(s) by the equation (1).

The AI player learns its actions by playing many games with
the above algorithm.

IV. EXPERIMENTS

Experiments are conducted by applying the proposed
method to Reversi as a case study, and their results are shown
to evaluate the effectiveness of the proposed method.

A. Reversi

Reversi or Othello is a board game for two players. There
is a grid on the board, and the players take turns placing
their respective disks into cells on the board. A player must
place a disk such that some opponent’s disks are between the
placed disk and player’s other disk. The opponent’s disks are
exchanged for player’s ones. If the player cannot place a disk
anywhere, the player must pass. When both the two players
cannot place disks, the game ends. The score of each player
is the number of the player’s disks placed on the board, and
the player having the majority of disks at the end of games is
the winner.

When the normal board size is used, it takes much time to
conduct all experiments because the state space is enormous.
Therefore, our experiments use a 4×4 board whose size is
reduced from the normal board size.

B. Experimental Method

The parameters of the proposed method are as follows.
• Number of games in learning: 40000
• Learning rate α = 0.3
• Discount rate γ = 0.999
• Probability of randomly selecting an action ϵ = 0.2
In order to verify the effectiveness of the reward setting

proposed in Subsection III-A, the proposed AI player is
compared with the following two AI players.
R1: gets the reward r = 1 only when a game is drawn.
R2: gets a reward when the difference in scores is smaller

than a threshold n at the end of the game. The reward r
is given by the following equation.

r =


1

|ua−ub| (|ua − ub| ≤ n and ua ̸= ub)

1 (ua = ub)
0 (otherwise)

(3)

Note that the parameter n must be given appropriately. In this
experiment, we set n = 4.



In order to verify the effectiveness of the opponent setting
proposed in Subsection III-B, the proposed AI player is
compared with the following two AI players.
O1: plays against O1 itself.
O2: plays against a computer player which puts a disk at the

position where the number of its disks is maximized.
O1 learns by using the experiences of the two players playing
a game. Hence, the number of the experiences in O1 is twice
as large as in the other AI players. O2 adopts a strategy which
humans are likely to use because the purpose of Reversi is to
get player’s own more disks. Note that O2 cannot be applied
to the other one-to-one games because it uses heuristics of
Reversi. In contrast, the proposed AI player and O1 can be
applied to any one-to-one game.

To evaluate the performance of each AI player, after learn-
ing, it plays games against 121 types of computer players
instead of human players who are not good at playing games.
The computer players are prepared in such a way that they
moderately mimic the bad human players. As mentioned in
Subsection III-B, the bad human players take an action which
seems to be selected randomly. In Reversi, they are likely to
use also the strategy of O2, as mentioned above. In addition,
it is known that an easy-to-use and effective heuristic strategy
is to put a disk at a corner of the board. From the above
discussion, we prepare computer players using a combination
of these three strategies. Specifically, they put their disk at a
corner with the probability P1 if they can. With the probability
1 − P1 they put it at a random position. If they cannot put
it at any corner, they put it with the probability P2 at the
position where the number of their disks is maximized. With
the probability 1−P2 they put it at a random position. (P1, P2)
is set to (0, 0), (0, 0.1), ..., (0, 1), (0.1, 0), ..., (0.1, 1), (0.2, 0),
..., (1, 0.9), or (1, 1), which means that 121 computer players
are prepared.

In order to evaluate the performance of the whole proposed
method, the proposed AI player is compared with the follow-
ing computer player which does not use a machine learning
method.

pr: puts its disk at the position where the difference
D between the number of its disks and that of the
opponent is minimized in the next its turn.

pr uses the strategy of the opponent in order to calculate
the difference D. However, the strategy is actually unknown,
and therefore pr is not useful practically. pr also plays games
against the 121 computer players.

Each AI player alternates putting the first disk and putting
the second disk. Since each learning method uses random
numbers, it is performed 20 times to evaluate average per-
formance.

C. Experimental Results and Discussion

Figure 1 shows the results of games that various AI players
and pr played against 121 computer players. Figure 1(a)
shows comparison of the proposed AI player with R1 and
R2. Figure 1(b) shows comparison with O1 and O2, and

(a) Comparison of the proposed AI player with R1 and R2

(b) Comparison of the proposed AI player with O1 and O2

(c) Comparison of the proposed AI player with pr

Fig. 1: Results of games which various AI players and pr
played against 121 computer players



Fig. 1(c) shows comparison with pr. Each figure shows the
cumulative relative frequency of differences in the number
of disks. Therefore, if the cumulative relative frequency is
larger in smaller differences in the number of disks, the fact
means the AI player could learn better. Each line in each
figure represents the average in twenty learning results. The
experimental results show that the proposed method is superior
to the other methods. The proposed AI player is tied with
computer players in about half of games. In about 88 percent
of the games, the difference in the number of disks is smaller
than three. In about 95 percent of the games, it is smaller than
five. Therefore, the proposed method can successfully design
an AI player getting its score which is equal or close to an
opponent’s one.

If a human player notices intentional negligence of the
proposed AI player, the human player is not entertained. Now
we examine whether the proposed AI player takes such a
negligent action or not. Because it is easy for human players
to predict the outcome of a game in the endgame, they
should notice the negligent action at that time. However, if the
proposed AI player has only one possibly action, the action
is not negligent. If it has more than one possibly action and
takes a worse action, the action is negligent. In this paper, the
worse action is defined as an action which results getting at
least two disks fewer than the best action. From the above
discussion, the rate R of taking the negligent action is defined
as

R =
Nw

N
(4)

where Nw is the number of times the proposed AI player takes
worse actions, and N is the number of times it has more than
one possibly action at the second and third turns from the last
in games. Note that the last action is never negligent because
the AI player cannot take any other action. For the proposed
AI player, R = 0.0464 from experimental results. Therefore,
the proposed AI player seldom takes the negligent action.

V. CONCLUSION

In this paper, we have proposed a reinforcement learning
method for automatically designing an AI player which can
entertain human players, especially those who are not good
at playing games. There are several ways to entertain them.
One of the ways is to use an AI player which is neither
too strong nor too weak, and the proposed method designs
the AI player. For doing so, we have particularly proposed
a reward setting and an opponent setting. From the results of
numerical experiments using Reversi, the AI player learned by
the proposed method more successfully plays Reversi than by
other methods, and therefore the proposed method is effective.

In the experiments, the performance of the proposed AI
player is evaluated by making it play against 121 types of
computer players instead of human players who are not good
at playing games. However, it should be evaluated also through
experiments in which the human players are the opponent
of the proposed AI player. To conduct the experiments is

future work. Although the TD method is used as the basic
framework in this paper, it is expected that learning will
become difficult if the number of states increases. In the future,
the concept of the proposed method should be introduced into
deep reinforcement learning, which is effective for such a large
number of states.
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