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Abstract—Axie Infinity is a complicated card game with a huge-scale action space. This makes it difficult to solve this challenge using generic Reinforcement Learning (RL) algorithms. We propose a hybrid RL framework to learn action representations and game strategies. To avoid evaluating every action in the large feasible action set, our method evaluates actions in a fixed-size set which is determined using action representations. We compare the performance of our method with two baseline methods in terms of their sample efficiency and the winning rates of the trained models. We empirically show that our method achieves an overall best winning rate and the best sample efficiency among the three methods.
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I. INTRODUCTION

Games have facilitated the rapid development of RL algorithms in recent years. Card games, as a classical type of games, also pose many challenges to RL algorithms. The direct applications of generic algorithms [1]–[4] in card games are problematic in many aspects because of large-scale discrete action spaces [5] with millions of actions. Prior works have proposed RL methods to approach a number of traditional card games, like Texas Hold’em [6]–[8], Mahjong [9], DouDizhu [5], [10], etc. However, the issues brought by the large action space still remain, especially for modern card games such as Axie Infinity1 which has a huge discrete action space.

Axie Infinity is an one-versus-one online card game which has millions of players globally. Axies are virtual pets that have different attributes such as species, health, speed, etc. Each axie has its own card deck consisting of 2 copies of 4 cards. The player needs to form a team of 3 axies at the beginning and play their cards (24 cards in total) to beat the opponent player’s team.

This game is different from the traditional card games in the following aspects:

1) For a fixed team, the player needs to choose one sequence of cards from 23 million different card sequences.
2) The effect of a card is usually influenced by many factors such as its position in the card sequence, other cards, and the status of the axies.

3) There are thousands of teams for players to choose. The optimal strategies for different teams are various. These difficulties are all connected to the large-scale action space, and they are shared by a lot of other modern card games such as Hearthstone2.

Some existing works have investigated the large action space issue in card games. Zha et al. [5] propose an action encoding scheme for DouDizhu. However, this encoding scheme cannot properly encode the action in our problem as the complexity of the action space in our problem is much higher than that in DouDizhu (27472 possible moves). Dulac-Arnold et al. [11] propose to choose actions in a small subset of the action space to speed up the action search process. This set is chosen based on a proper action encoding method which usually relies on prior knowledge. However, the prior human knowledge for our problem is hard to obtain due to the diversity of the teams and the strategies. Chandak et al. [12] propose an algorithm to learn action representations from the consequences of corresponding actions. This method can avoid using prior human knowledge, but the policy-based method produces optimal actions which are not feasible in the discrete action set. We also mention several general techniques in [13] to reduce the size of the action space to improve the performance. However, they are not applicable in our case as it still requires prior human knowledge of this game.

In this paper, we consider a hybrid RL method to deal with the large discrete action space. This method chooses the optimal action in a small subset of the large-scale feasible action set. It can quickly train models on different teams with minimal prior knowledge. We test our method with other baseline methods using Axie Infinity task. We have the following main contributions:

1) A Markov Decision Process (MDP) formulation for Axie Infinity problem including a novel action encoding scheme.
2) An efficient RL method to solve card game problems with large-scale discrete action space.
3) A supervised learning method to learn action representations.
4) Empirical results demonstrating the superiority than other baseline methods.

1A detailed description of Axie Infinity and its rules can be found in https://whitepaper.axieinfinity.com/

2https://playhearthstone.com
II. Problem Formulation

We assume our agent uses a fixed team to play against a rule-based player who randomly uses multiple popular teams. As the opponent is fixed, we formulate this environment as a single-agent Markov Decision Process (MDP). This MDP has a finite time horizon, each time step is one game round. The process is terminated when one player is defeated. The one-step transition probability measure is denoted as $P_t$. Every state in the state space $S$ consists of all the available information to our player. This includes all six axies’ status, energy, available cards, card history, etc.

In Axie Infinity, each team has three axies, each of which has two copies of 4 distinct cards. Thus, this forms a 24-card deck. In each round, the player places a sequence of cards for each axie, thus three sequences of cards are placed. Each sequence can have at most 4 cards by the rule of the game. The positive constant $c$ adjusts the importance of the penalty term.

A demonstration of an encoded action consisting of 3 card sequences. Axie A/B/C respectively places 1/2/4 cards in this round. The status of each card deck. In each round, the player places a sequence of cards for each axie, thus three sequences of cards are placed. Each sequence can have at most 4 cards by the rule of the game. Considering all these rules, we propose a novel action encoding scheme to vectorize an action as a $6 \times 12$ matrix. One example is given in Figure 1. All legit actions form the discrete action space $\mathcal{A}$ whose size equals 23,149,125. In contrast, DouDizhu in [5] only has 27,472 actions.

![Fig. 1. A demonstration of an encoded action consisting of 3 card sequences. Axie A/B/C respectively places 1/2/4 cards in this round.](image)

We define the reward as the result of the game, with a penalty on the activity of discarding cards. Mathematically, we denote the terminal state set $T$ as a set of states at which the game is over. For a transition tuple $(s_t, a_t, s_{t+1})$, $0 \leq t < T - 1$, we define the reward function as

$$r_t(s_t, a_t, s_{t+1}) = \begin{cases} I - c \cdot n_d, & \text{if } s_{t+1} \in T, \\ 0, & \text{otherwise,} \end{cases}$$

where $I$ and $n_d$ are components in $s_{t+1}$. The game result indicator $I$ equals to 1/0/-1 if the agent wins/ties/loses the game, and $n_d$ is the number of discarded cards in the whole game. The positive constant $c$ adjusts the importance of the penalty term.

III. Methodology

Due to the challenges brought by the large-scale action space, we consider to only evaluate a small group of actions which are filtered out from all feasible actions. We form this small set of actions with those actions which have similar effects with a target action. This target action is generated by a policy function. A distance function is needed to measure the “similarity” between two actions. Inspired by Word2Vec [14], we learn an action embedding function which maps one-hot-like action vectors into a continuous space which is defined as the latent action space. The Euclidean distance in this latent space reflects the difference between two actions in terms of their effects. We notice that the method in [11] incorporates a similar idea. The difference between their work with ours is that [11] uses the Euclidean distance in the original action space instead of the latent space.

A. A Decision Procedure

We illustrate the decision procedure in Figure 2. The algorithm generates a point in the latent action space based on the state. Those feasible actions which are close to this point in the latent space form a candidate set of actions. Then, we apply the Q-function to evaluate each action in this set to find the optimal one.

Specifically, this decision procedure of our method consists of 3 parametrized components:

1) A raw policy function $u_{\theta_1} : S \rightarrow \mathbb{R}^n$ where $n$ is the dimensions of the action space, $\mathcal{A} \subset \mathbb{R}^n$.

2) An embedding function $f_{\theta_2} : \mathbb{R}^n \rightarrow \mathcal{E}$ where $\mathcal{E}$ is the latent action space, and $\mathcal{E} \subset \mathbb{R}^m$, $m < n$. For an arbitrary action $a$, $e = f_{\theta_2}(a)$ is called the latent action representation of $a$.

3) A state-action value function, i.e., a Q-function $q_{\theta_3} : \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}$. The Q-value $q_{\theta_3}(s, a)$ evaluates the expected return when executing action $a$ at state $s$.

For a given input $s$, the overall policy function $\mu$ selects the action using the following procedure. First, we obtain a point $\bar{a} = u_{\theta_1}(s)$ as a “raw action”, note it is possible that $\bar{a} \not\in \mathcal{A}$. Second, we denote the set of all available actions for $s$ as $U(s)$. We calculate the distance between feasible actions with the raw action in the latent space by

$$d(a, \bar{a}; f_{\theta_2}) = \|f_{\theta_2}(a) - f_{\theta_2}(\bar{a})\|^2,$$

for all $a \in U(s)$. We form a $k$-element subset of $U(s)$ with the top $k$ closest actions to the raw action in the latent space, denote it as $U_k(s; \theta_1, \theta_2)$.

Mathematically, this is done by

$$U_k(s; \theta_1, \theta_2) = \arg\min_{U \subset U(s), |U|=k} \sum_{a \in U} d(a, u_{\theta_1}(s); f_{\theta_2}).$$

In the last, we select the action which has the highest Q-value in this subset. If we denote an overall policy function as $\mu$ for a given state $s$, the action is selected by

$$a^* = \mu(s; \theta_1, \theta_2, \theta_3) = \arg\max_{a \in U_k(s; \theta_1, \theta_2)} q_{\theta_3}(s, a).$$

B. Training procedures

Our method consists of three sets of parameters $\theta_1$, $\theta_2$, and $\theta_3$. We design a two-stage algorithm to train these parameters.
In the first stage of training, we design a supervised learning method to learn the embedding function $f_{\theta_2}$. We learn the action representations based on the effects of the actions on the system states. For instance, assume an arbitrary state $s_0 \in S$ and two actions $a_1$ and $a_2$, if the probability measure $p(s, a_1)$ is similar to $p(s, a_2)$ where $p(s, a) = P(S_{t+1} \mid S_t = s, A_t = a)$, we say $a_1$ and $a_2$ have similar effects. Following this idea, we define a deterministic transition function $m_{\theta_4}: S \times E \rightarrow S$, $m_{\theta_4}(s, f_{\theta_2}(a))$ should estimate the next state after executing $a$ at $s$. We define the following objective function for the first stage training

$$J_1(\theta_2, \theta_4) = \mathbb{E}_{P_\pi}(\lVert m_{\theta_4}(s, f_{\theta_2}(a)) - s' \rVert^2). \quad (3)$$

We collect the transition tuples $(s, a, s')$ in a dataset $D$ by randomly selecting actions. Then, we apply a gradient-based optimization method to optimize $\theta_2$ and $\theta_4$ by minimizing $J_1$ on $D$. We only need $\theta_2$ in the next stage.

In the second stage of training, similar to Deep Deterministic Policy Gradient in [2], we apply an iterative training procedure to alternatively update the deterministic raw policy function (the actor) $u_{\theta_1}$ and the Q-function (the critic) $q_{\theta_3}$. We use the raw action $\bar{a}$ instead of the final action $a^*$ in the policy improvement part, details can be found in [11]. The Q-function training uses Monte-Carlo estimate described in [15].

IV. EXPERIMENT

We compare our method with two baseline methods:

1) Douzero. We adapt the Douzero method in [5] to our problem. We design a similar action encoding scheme as the one mentioned in this paper, where each action is encoded as a 2-by-12 matrix.

2) Douzero+pooling. We reduce the size of the action space by shrinking its dimensions. We design this baseline method by adding an 1D pooling layer in [16] on the flattened actions from Douzero.

Indeed, other techniques to reduce the scale of action spaces are mentioned in [13]. They inevitably introduce prior human knowledge, which conflicts with our intention, and this makes the comparison unfair. We try to answer the following questions through experiments:

1) Does our method produces overall better performance than other baseline methods?
2) Does our method achieve better sample efficiency?

A. Sample Efficiency

We select six teams that are popular at different levels in the global rank\(^3\). We train a model for each team using 3 methods: our method, the Douzero method, and the Douzero+pooling method. Thus, we trained 18 models in total. To make a fair comparison, we stop the training after $1 \times 10^7$ steps for all these models.

Figure 3 shows the evolution of average returns during training in the first $1 \times 10^5$ steps. It can be seen that our method shows a faster convergence with the same amount of samples on most of the 6 teams.

B. Battle

We evaluate the performance of each model by letting it play against other models and rule-based players. This guarantees that the models trained for the same team have the same set of opponents. Each battle consists of 1000 games. Each model plays 29000 games against various opponents to obtain a

\(^3\)A detailed description of these 6 teams can be found in our full paper: https://arxiv.org/pdf/2206.12700.pdf
We give an MDP formulation for the game Axie Infinity. We propose a general RL algorithm to learn the strategies of different teams. We design a training procedure to learn the action embedding function without prior information. We empirically demonstrate our method outperforms the baseline methods in terms of the battle performance and the sample efficiency.

Our work can be improved by incorporating the self-play technique [17] in training to enhance the opponents. Moreover, many modern card games provide rich textual data to explain the rules and the cards. Using advanced language models to learn prior information from such textual data can enhance the action embedding component in our method. Future works may focus on these directions for further improvement.

We also compare the models which use the same team. For each team, we calculate the difference between the number of wins by our method with that of Douzero or Douzero+pooling respectively show the (number of wins of our method - the number of wins of the Douzero/Douzero+pooling method).

We aggregate the winning rate of the models trained by each method in Table I. It can be seen that the overall winning rate of our method is 5% and 7% higher than the Douzero and Douzero+pooling method respectively. This also confirms our method has a better generalization ability on different teams.

We compare the models which use the same team. For each team, we calculate the difference between the number of wins by our method with that of Douzero or Douzero+pooling. A positive difference indicates our method plays this team better than the baseline method. We visualize these differences in the number of wins in Figure 4. We can find that our method can achieve a higher number of wins across most teams than the baseline methods. This indicates that our method has good generalizability to most team types. We notice that our method cannot outperform Douzero on teams 2 and 6. The reason is that strategies for these two teams are more diversified than those for the other teams. This makes high-reward actions far away from each other in the latent space. In such cases, the Douzero method may make better decisions than our method because it evaluates every feasible actions, though it is more computationally expensive.

V. CONCLUSIONS

In this study, we try to use an RL method to solve the challenges in a card game problem with a large action space. We give an MDP formulation for the game Axie Infinity.

<table>
<thead>
<tr>
<th>Method</th>
<th>Winning rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our method</td>
<td>0.4986</td>
</tr>
<tr>
<td>Douzero</td>
<td>0.4477</td>
</tr>
<tr>
<td>Douzero+pooling</td>
<td>0.4283</td>
</tr>
</tbody>
</table>

Fig. 4. Comparison on battle performance between our method with two baseline methods on 6 teams. We train 18 models using these three methods on 6 teams. We evaluate each model by letting it play against a same set of opponent players consisting of the other trained agents and random players (29000 battles in total). Note the qualities in the left/right bar-plot respectively show (the number of wins of our method - the number of wins of the Douzero/Douzero+pooling method).

We notice that strategies for these two teams are more diversified than those for the other teams. This makes high-reward actions far away from each other in the latent space. In such cases, the Douzero method may make better decisions than our method because it evaluates every feasible actions, though it is more computationally expensive.
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